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Abstract

Cloud-native applications extensively depend on the loosely coupled microservice paradigm to take
advantage of the elasticity and fine-grained resource management provided by the serverless cloud ar-
chitecture. Application functions use the infrastructure layer of the serverless architecture for common
functionalities like traffic management, observability, telemetry, auto-scaling, and authentication. The in-
frastructure layer is implemented as a service mesh that connects functions and microservices of the
applications using sidecars for service mesh functionality. Therefore, the performance of the applications
significantly depends on the cloud’s sidecar-based infrastructure. Container-based sidecars typically rely
on heavyweight kernel networking to provide layer-7 connectivity and RPC support for communication.
This reliance introduces significant processing overheads and higher hardware resource consumption. In
this paper, we propose ZEROCOPY-DSMS, a novel design for the infrastructure layer of the serverless
architecture. ZEROCOPY-DSMS enables the efficient use of SmartNICs with novel hardware accelerators
and low-latency Remote Direct Memory Access (RDMA) networks for a serverless architecture based on
distributed shared memory. ZEROCOPY-DSMS frees up CPU from heavyweight TCP/IP protocol pro-
cessing and unnecessary data serialization/de-serialization tasks.

Problem statement

Serverless computing, often referred to as Function-as-a-Service (FaaS [5]), has become a popular
cloud computing service as it eases the burden on application developers to provision and manage cloud
resources [12]. The “pay-as-you-go” billing and fine-grained resource elasticity of serverless computing
can dramatically reduce user costs [12, [19]. By taking advantage of the microservice-based deployment
paradigm, serverless computing encourages the user to convert applications into disaggregated server-
less functions that are loosely coupled. This makes serverlerss computing an attractive choice for a
variety of applications, e.g., online web service [17], data analytics [11], etc.
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trate the loosely coupled serverless functions, integrating them into a cohesive cloud service. At the edge
of this infrastructure is an ingress gateway, a cluster-wide data plane component. The ingress gateway
serves as the entry point to the serverless cluster, facilitating tasks such as authentication. Additionally,
a message broker, which is a “stateful” persistent component, facilitates networking between serverless
functions. The broker enables users to leverage the microservices paradigm, allowing them to build
complex applications by composing individual serverless functions.
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plications. This is especially true when the cloud service provider seeks to achieve the cost savings that

serverless computing promises. Therefore, several key challenges need to be addressed:

» Slow Kernel-Based Inter-Function Networking: Kernel-based networking introduces significant perfor-
mance penalties [18]. Overheads such as data copies, context switches, interrupts, protocol processing
(e.g., TCP/IP) and serialization/deserialization, occur frequently when messages are moved between
functions [18], resulting in milliseconds (or more) of latency.

* Redundant Protocol Processing Within the Cluster: Even with hardware accelerators (e.g., Intel IPU,
Nvidia BlueField) with special-purpose blocks being deployed to offload or accelerate Layer 4 TCP and
Layer 7 HTTP processing, serverless frameworks are still constrained by duplicate protocol processing
when handling a workflow of functions at the cluster or data center level. Our approach seeks to rethink
the communication model between external clients and internal functions by separating protocol stacks
for external and internal communication at the cloud edge.

» Heavyweight Service Mesh: The loosely coupled design of the service mesh increases network latency
between functions due to the additional hop (caused by kernel and user space crossings) between the
user function and its respective sidecar [18, 8, 121]. This design also leads to additional CPU overhead,
making the service mesh a heavyweight component |18 [21].
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out requiring new hardware acqui-
sitions [4]. The goal of ZEROCOPY-DSMS is to create a full-function service mesh built on distributed
DPUs to enhance performance and scalability in serverless environments. The major contributions of
ZEROCOPY-DSMS include: (1) A novel architecture of the data plane for the infrastructure layer of
serverless computing, with modular sidecars (2) Partitioning infrastructure layer functionality and into mul-
tiple sidecar modules to leverage specialized accelerator blocks in SmartNICs (3) Eliminating redundant
TCP/HTTP packet processing in the cluster (4) Distributed shared-memory based approach for efficient
data transfer across functions. As shown in Figure |3, ZEROCOPY-DSMS uses a cluster-wide ingress
gateway for centralized HTTP/TCP protocol processing, which strips headers and transfers payloads di-
rectly to the RDMA domain.

Partitioning Sidecar functionality. Traditional service meshes use homogeneous, monolithic sidecars,
which are resource-intensive and complex to manage. ZEROCOPY-DSMS introduces a "heterogeneous”
service mesh (PD-mesh) that partitions sidecar functions across software (eBPF) and hardware accel-
erators (DPUs). Each function is paired with an eBPF-based sidecar, while a node-wide DPU-based
sidecar supports asynchronous tasks like observability, telemetry, and autoscaling. This setup allows ef-
ficient intra-node routing, redundant processing and eliminates the overhead of involving message broker
(shown in Figure [2) for inter-function networking.

Figure 3: A architecture-level overview of ZEROCOPY-DSMS.
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Intra-node shared memory data plane: For intra-node communication, ZEROCOPY-DSMS uses a zero-
copy shared memory approach when interdependent functions are located on the same node. This sig-
nificantly reduces resource consumption and accelerates communication compared to traditional kernel-
based networking.

RDMA-based inter-node data plane: For inter-node traffic, ZEROCOPY-DSMS utilizes RDMA to main-
tain a zero-copy data plane across nodes, supporting RDMA over converged Ethernet (RoCE) to ensure
broad applicability in diverse data center environments. A lightweight per-node agent interfaces inter-
node traffic with the intra-node data plane. We use a lightweight per-node agent on the host to seamlessly
interface inter-node traffic with the intra-node data plane.

Approach for Implementation

ZEROCOPY-DSMS architecture involves multiple components and sub-systems. We have further outlined
the detailed system in the extended version [1]. We are building a new module in NGINX [9] to implement
the cluster-wide ingress gateway and perform protocol stack translation. We using DOCA APIs and
BlueFiled DPUs to enable efficient RDMA communication while optimizing the usage of scarce hardware
resources.

Competitive approaches

There has been many efforts focused on streamlining service mesh. SPRIGHT [18] uses lightweight
eBPF-based sidecars to replace heavyweight container-based sidecars in the service mesh data plane.
However, eBPF-based sidecars cannot support full-functional service mesh processing (particular in L7)
such as TLS termination, connection splicing. Overall, these approaches only consider a point solution
in the design space, while ZEROCOPY-DSMS fully considers the heterogeneous data plane components
and maximizes their advantages. There exists previous work focusing on using RDMA-based RPC to
improve data center RPC. FaSST [14], RFP [20], and eRPC [13] achieve high performance with RDMA
but still require migration of applications. Fuyao [16] uses DPU to enable direct function communication
in the serverless data plane. However, Fuyao [16] sets a sidecar for each function instance, which
has proved to be inefficient. Further, Fuyao [16] does not offer isolation or mediated transfer between
functions when needed, e.g., when functions are from different security domains. It only supports IPC
(with/without intra-node engine) between functions.

Current status and next steps

ZEROCOPY-DSMS, even with a naive offloading approach, reduces host CPU utilization with minimal per-
formance degradation. Utilizing L2/L3 acceleration on the DPU can further enhance ZEROCOPY-DSMS’s
performance, even when using less powerful DPU cores. Additionally, techniques such as targeted ker-
nel performance acceleration and optimized IRQ handling can significantly boost ZEROCOPY-DSMS’s
efficiency. Our prototype is being implemented and evaluated on a testbed featuring Mellanox Bluefield-
2 and Bluefield-3 DPUs. To further improve the ZEROCOPY-DSMS platform, we plan to incorporate
support for heterogeneous data processing units (DPUs), enabling workload resource management to
be vendor-agnostic. As various specialized devices, including DPUs [3, [7], are increasingly adopted in
cloud infrastructures, ZEROCOPY-DSMS can be seamlessly deployed in environments like the Green-
Lake cloud infrastructure, allowing providers to utilize existing DPUs without the need for new hardware
acquisitions. At TechCon, we aim to showcase the integration of ZEROCOPY-DSMS with the GreenlLake
[2] platform.
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